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El libro El género entre algoritmos. Redise-
fiando el futuro de la IA en comunicacién y cien-
cia, coordinado por Teresa Sandoval Martin y
Clara Sainz de Baranda Andujar, constituye una
aportacion imprescindible que aborda uno de
los debates mas apremiantes de la comunica-
cién digital contemporanea: la manera en que
la inteligencia artificial participa en la repro-
duccién (o en la posible transformacién) de las
desigualdades de género. El volumen, resultado
del proyecto de investigacion Al-GenBias, ofre-
ce una mirada amplia y rigurosa a través de una
compilacién de estudios llevados a cabo por in-
vestigadoras e investigadores procedentes de
muy diversos campos que convergen en los Es-
tudios de Género.

Esta pluralidad se traduce en un enfoque
que entiende los sesgos algoritmicos no como
errores aislados, sino como sintomas de dina-
micas histdricas y socioculturales arraigadas y
complejas derivados de la interaccion de datos,
narrativas culturales y decisiones politicas. En
este sentido, la IA se examina simultineamen-
te como dispositivo técnico y como sistema de
significados, lo que permite una interpretacién
mas compleja de los procesos de discriminacién
que la atraviesan. Teniendo como foco los modos
en que la tecnologia algoritmica se construye, se
interpreta y produce efectos tangibles sobre las
relaciones sociales, se enfatiza la necesidad de
marcos éticos y analiticos sensibles al género.

Asi pues, la obra se organiza a través de
un interesante recorrido que parte de los mar-
cos normativos. Sus dos primeros capitulos,
“El papel de la Unién Europea en el disefio con
perspectiva de género de las futuras aplicacio-
nes de la IA”, escrito por Teresa Sandoval Mar-
tin y Victoria Moreno Gil; y “Las mujeres y la
IA en el Mediterraneo: analisis comparativo de
las estrategias nacionales de Espafia e Italia”,
de Ester Martinez Sanzo; examinan las politi-
cas europeas en torno a la inteligencia artificial,
destacando tanto los avances de la Unién Eu-
ropea en la incorporacion de la perspectiva de
género como las debilidades persistentes en su
aplicacion real. Asimismo, se presenta un anali-
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sis comparado de las estrategias nacionales de
Espafia e Italia, cuyos resultados permiten iden-
tificar contrastes significativos en la manera en
que ambos paises articulan sus politicas de in-
clusién tecnoldgica y participacion femenina en
el sector.

Una de las aportaciones mas novedosas
del libro reside en el examen detallado de los
sesgos presentes en los conjuntos de datos utili-
zados para entrenar sistemas inteligentes. Uxia
Carral y Clara Sainz de Baranda Andujar, en su
capitulo “Las barreras invisibles de 1a IA: Datos y
sesgos de género”, evidencian cémo las desigual-
dades de género se materializan en silencios,
omisiones y patrones de representacién profun-
damente arraigados en la producciéon mediatica,
recordandonos que cualquier intento de correc-
cién tecnolodgica requiere, en primer lugar, inte-
rrogar las logicas sociales que determinan qué
tipos de datos llegan a existir. Por ello, las auto-
ras proponen la adopcién de una perspectiva fe-
minista de los datos que favorezca la generacidon
de informacion abierta y diferenciada por sexo,
y que garantice que los conjuntos de datos utili-
zados por las herramientas de inteligencia arti-
ficial estén revisados y libres de sesgos. Un buen
ejemplo de ello se encuentra en el cuarto capitu-
lo, “Estereotipos de género en las imagenes de
la robdtica e inteligencia artificial en medios de
comunicacion espaiioles”, elaborado por Xiaoyu
Gai. En este apartado se presentan los hallazgos
de un extenso anadlisis realizado a partir de los
principales diarios digitales espafioles, cuyos re-
sultados muestran de manera precisa como las
imagenes difundidas por estos medios pueden
influir en la percepcién publica y contribuir a
mantener estereotipos de género.

A continuacioén, el volumen se desplaza
hacia los imaginarios culturales de la tecnologia
en un amplio bloque compuesto por los capitu-
los “Robots, ginoides, ciborgs e IA femeninas en
el cine de ciencia ficcion”, de Berta Molina Garcia
y Yanna G. Franco; “Inteligencia artificial, hiper-
sexualizacién y desafios para la igualdad en la
comunicacion digital”, de Alba Ada-Lamerias y
Marian Blanco-Ruiz; y “Tecnologia, género y cine
de ciencia ficcion”, de Berta Molina Garcia e Isa-
bel Tajaherce Angel. Entre sus paginas, se anali-
zan las representaciones femeninas tanto en los
discursos mediaticos sobre robotica e Inteligen-
cia Artificial, como en la ciencia ficcién audiovi-
sual. Las autoras muestran como las imagenes
y narrativas que circulan en los medios contri-
buyen a modelar expectativas sociales y antici-
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paciones del futuro, reproduciendo con frecuen-
cia estereotipos asociados tanto a la feminidad
como a ciertas masculinidades tecnocientificas.
El bloque queda reforzado por un estudio sobre
la comunicacién digital y la hipersexualizacidn,
que pone de relieve el papel amplificador de las
plataformas sociales en la perpetuacion de con-
tenidos desigualitarios. El estudio subraya, ade-
mas, la importancia de articular respuestas con
enfoque de género que permitan avanzar hacia
ecosistemas digitales mas seguros y equitativos,
capaces de cuestionar y reconfigurar las socie-
dades digitales del futuro.

El libro también incorpora una perspec-
tiva transnacional con el capitulo escrito por
Chenguan Hu e Isabel Tajaherce Angel, “Los dis-
cursos de los y las lideres de opinion en el &mbi-
to de la inteligencia artificial en Sina Weibo”. Se
trata de un estudio de caso cuyo enfoque meto-
dologico se basa en un andlisis del discurso so-
bre IA en la plataforma china Sina Weibo, por lo
que permite ampliar el alcance del debate mas
alla del contexto europeo. Esta apertura compa-
rativa enriquece el volumen y demuestra que las
preocupaciones sobre ética, gobernanza y ses-
gos algoritmicos atraviesan sociedades diversas.

En su recta final, “Sesgos en algoritmos:
La organizacién de nuestra soberania digital
personal”, de Rosa San Segundo, se erige como
uno de los capitulos conceptualmente mas sé-
lidos. En su interior, se reflexiona sobre las im-
plicaciones democraticas de la IA y la necesidad
de construir marcos de gobernanza que garan-
ticen derechos fundamentales, como la privaci-
dad o la igualdad de oportunidades. Esta mira-
da conecta la problematica de los sesgos con la
cuestidn mas amplia de la soberania digital y la
defensa de un espacio publico justo, poniendo
de manifiesto la importancia de que la ciudada-
nia disponga de conocimientos y herramientas
para participar en la toma de decisiones. En esta
linea, San Segundo insiste en la necesidad de
definir con claridad cémo deben operar los al-
goritmos y qué objetivos persiguen, lo que exige
promover un nuevo nivel de alfabetizacion algo-
ritmica entre la poblacién, dado que estos sis-
temas influyen de manera directa en multiples
ambitos de la vida cotidiana, tanto en la esfera
publica como en la privada.

La obra culmina con “Sesgos de género en
el procesamiento del Lenguaje Natural (PLN).
Estudio de caso en la prensa deportiva”, de Marta
Navascués Pena, Clara Sainz de Baranda Andu-
jar y Carmen Peldez Moreno; una investigacion
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interdisciplinar que aplica técnicas de procesa-
miento del lenguaje natural al ambito del perio-
dismo deportivo, evidenciando cémo los algorit-
mos pueden replicar desigualdades habituales
en las coberturas informativas tradicionales.
Este completo estudio cierra el libro mostrando
de forma empirica la necesidad de herramientas
criticas para evaluar los sistemas automaticos
que intervienen en la produccion de contenidos.

En conjunto, El género entre algoritmos.
Redisefiando el futuro de la IA en comunicacidn
y ciencia destaca por su coherencia y por la ca-
pacidad de integrar cuatro niveles de analisis,
regulatorio, técnico, cultural y politico; sin per-
der claridad expositiva. Su principal valor reside
en, en primer lugar, demostrar que la perspec-
tiva de género no debe afiadirse de forma mar-
ginal a los estudios sobre inteligencia artificial,
sino que constituye una lente imprescindible
para comprender cdmo se generan, legitiman y
reproducen los sesgos en los sistemas digitales
contemporaneos. En segundo lugar, integrar en-
foques analiticos de corte critico junto con téc-
nicas computacionales, poniendo de manifiesto
que las humanidades digitales ofrecen un marco
especialmente productivo para estudiar la gene-
racion y perpetuacion de desigualdades dentro
de los sistemas basados en algoritmos. Por ulti-
mo, destaca la influencia de la comunicacién y
los medios en la creacién de imaginarios sobre
la tecnologia, subrayando que los sesgos algorit-
micos no surgen de manera aislada, sino que se
forman en contextos sociales impregnados de
relatos, estereotipos y relaciones desiguales.

La obra se presenta como un aporte im-
prescindible para los debates actuales en torno
a la inteligencia artificial, la igualdad y la de-
mocracia, al ofrecer un analisis exhaustivo que,
ademas de identificar problemas, plantea lineas
de accién y reflexidn orientadas a imaginar un
desarrollo tecnolégico mas equitativo, inclusivo
y atento a sus propias desigualdades internas.
En un escenario donde la IA transforma de ma-
nera profunda la comunicacion, la toma de de-
cisiones y la produccién cultural, este volumen
se erige como un texto de referencia para inves-
tigadoras, estudiantes, profesionales del ambito
comunicativo, responsables institucionales y
cualquier persona interesada en comprender
la interrelacion entre tecnologia y género en el
mundo actual.

Sonia Duefias Mohedas
Universidad Carlos III de Madrid
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